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Abstract: A solution to Key Issue #1: Support of regenerative-based satellite access with Link Layer Proxy NF, where the LLP acts between RAN and the AMF/MME to handle relevant procedures.
1. Introduction/Discussion
This contribution proposes to update solution#9 Support of Regenerative-based satellite access with deploying RAN-agent and Proxy RAN node of Key Issue #1. The update is to have a new option which integrates the RAN-agent and Proxy RAN node into a core network function called Link Layer Proxy, the Link Layer Proxy is decoupled from NTN gateways and has a 1:1 mapping relationship to MME/AMF set.
The update also solves the following Editor’s Note by adding a handover procedure with MME relocation using LLP as a deployment example:
Editor's note:	Each ground gateways may deployed different RAN agents and Proxy RAN node. How to support scenarios 3 and 4 mentioned in Annex A is FFS.
2. Text Proposal
It is proposed to agree the following solution to 3GPP TR 23.700-29-030.
* * * * First change * * * *
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Table 6.0-1: Mapping of Solutions to Key Issues
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* * * * Second change (All new text) * * * *
[bookmark: _Toc157596930][bookmark: _Toc158028908]6.9	Solution #9:	Support of Regenerative-based satellite access with deploying RAN-agent and Proxy RAN node or Link Layer Proxy NF
[bookmark: _Toc157596931][bookmark: _Toc158028909]6.9.1	Description
This solution resolves KI#1 about any impact of RAN nodes changing for any given 5GC/EPC and for a given area in the case of RAN nodes on-board moving.
Embarking gNB on-board LEO/MEO implies the on-board gNB serving for the UE access will be change as the satellite moving, which may cause the following network impacts assuming the UE is not moving:
-	N2/N3 connection frequent change (disconnection of N2/N3 between old serving gNB and AMF/UPF, reconnection of N2/N3 between new serving gNB and AMF/UPF) will cause lots of signalling on N2 interface.
-	Frequent change of the gNB serving for the TA the UE located which may cause AMF unaware of which gNB should paging the UE.
6.9.1.1	Support of Regenerative-based satellite access with RAN-agent and Proxy RAN node
The solution proposes to enhance 5G network architecture to reduce the impact of 5GC. Solution#8 in TR 23.737-h20 is proposed to reuse to address the above mentioned issues.
In this solution:
1.	Deploying RAN agent close to gateways on earth as shown in Figure 6.9.1-1. The RAN agent is used to process control plane signalling, i.e. handle N2 signalling and forward the N2 messages between gNB and AMF.
2.	Deploying Proxy RAN nodes which is collocated with RAN agent. The Proxy RAN node is used to process user plane data, i.e. terminate the N3 connection with UPF and establish N3' connection with serving gNB.
NOTE 1:	This is to study the architecture enhancement. The feasibility of the solution with the new defined NFs and relevant interfaces are in the scope of RAN and needs to coordinate with RAN WGs.
Editor's note:	Each ground gateways may deployed different RAN agents and Proxy RAN node. How to support scenarios 3 and 4 mentioned in Annex A is FFS.


Figure 6.9.1.1-1: Support of LEO/MEO satellite based gNB using RAN agent and Proxy RAN node
NOTE 2:	A similar mechanism can also be applied for EPS where the gNB uses eNB instead.
The solution assumes that Earth-fixed Tracking Areas are used. The cells can be Earth-moving or Earth-fixed cells.
The solution assumes that in a given geographical area the "setting" satellite passes the control on per-cell basis to the "rising" satellite.
The functions of RAN agent include:
-	Establishing TNL Associations with the gNB, and establishing TNL Associations with the AMF;
-	Terminating the NG AP message(s) from on-board gNB for NG Setup or RAN Configuration Update;
-	Sending a NG AP message to the AMF to establish or update NG connection by including a proxy RAN node ID and/or proxy RAN node name which are statically configured with same format as RAN node ID and RAN node name;
-	Storing the mapping between TA(s) that each connected on-board gNB serves and the gNB ID;
-	Storing the mapping between the serving gNB ID and the proxy RAN node ID. Updating the mapping information if the serving gNB is changed.
-	Provide N3 and N3' tunnel information through Nx interface to indicate proxy RAN node to establish N3 and N3' connection
-	Receiving Paging message from AMF, and forwarding the Paging message to the gNB(s) which is serving the Registration Area allocated to the UE;
-	Allocating a RAN UE NGAP proxy ID which has same format as RAN UE NGAP ID allocated by the gNB. The RAN UE NGAP proxy ID doesn't change as long as the UE is within the serving area of the RAN agent;
-	Storing 1:1 mapping between RAN UE NGAP ID and RAN UE NGAP proxy ID;
-	Updating the mapping between RAN UE NGAP ID and RAN UE NGAP proxy ID if RAN UE NGAP ID allocated by the gNB is changed;
-	Replacing the RAN UE NGAP ID included in any UE associated NG AP message from the gNB with the corresponding RAN UE NGAP proxy ID;
-	Replacing the RAN UE NGAP proxy ID included in any UE associated NG AP message from the AMF with the corresponding RAN UE NGAP ID.
NOTE 3:	Security related functions need to be addressed by SA WG3 during the normalisation phase.
Existing Registration management and connection management can be reused in the 5G network with support of gNBs on NGSO satellites with following changes:
-	The RAN agent needs to identify which on-board gNB(s) is serving the Registration Area allocated to a UE before paging the UE.
The functions of Proxy RAN node include:
-	Receiving N3 and N3' tunnel information to establish N3 and N3' connection.
-	Receiving data traffic from serving gNB using N3' tunnel and sending the data traffic to the UPF using N3 tunnel.
-	Receiving data traffic from UPF using N3 tunnel and sending the data traffic to the serving gNB using N3' tunnel.
6.9.1.2	Support of Regenerative-based satellite access with Link Layer Proxy
RAN agent and Proxy RAN node in clause 6.9.1.1 can also be integrated as a core network function called Link Layer Proxy, the LLP is decoupled from NTN gateways and has a 1:1 mapping relationship to MME/AMF set. 
The control plane and user plane in the LLP can be separated based on internal private interface. Figure 6.9.1.2-1 and Figure 6.9.1.2-2 presents the EPS and 5GS architecture for regenerative-based satellite access with Link Layer Proxy (LLP).
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Figure 6.9.1.2-1: EPS architecture for regenerative-based satellite access with Link Layer Proxy (LLP)
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Figure 6.9.1.2-2: 5GS architecture for regenerative-based satellite access with Link Layer Proxy (LLP)
[bookmark: _Toc157596932][bookmark: _Toc158028910]6.9.2	Procedures
6.9.2.1 NG Setup, RAN configuration Update and UE registration
The following call flow should be applied to RAN agent or LLP, the call flow uses RAN agent in 5GS as an example.


Figure 6.9.2: Call Flow for RAN agent
1.	The address of an RAN agent is configured to the earth station, so that the NG setup messages sent by satellite RAN nodes can be sent to the RAN agent.
2.	The RAN agent stores the TA list supported by the satellite RAN node, and replaces the RAN node ID with a Proxy RAN node ID which is allocated by the RAN agent. The RAN agent stores the mapping between the RAN node ID and the Proxy RAN node ID. TheRAN agent may provide its serving area (TA list) to the AMF.
3-4.The AMF responds the request, the RAN agent replaces the Proxy RAN node ID with the RAN node ID, and forwards the response message to the NG RAN node.
5.	If satellite RAN node changes the supported TA list due to mobility, then the satellite RAN node sends RAN Configuration Update message including the updated TA list the RAN node supports. The message is not required to be sent to the AMF.
6.	The RAN agent sends an acknowledge message.
7.	When a UE registers via satellite RAN. The NAS transport message carrying Registration Request will be sent to the RAN agent first.
8.	The RAN agent needs to allocate a RAN UE NGAP proxy ID which is similar as RAN UE NGAP ID, and replaces the RAN UE NGAP ID in the NAS transport message with the allocated RAN UE NGAP proxy ID (so that the downlink message can be routed to the AMF agent). The RAN agent stores the mapping between RAN UE NGAP ID and RAN UE NGAP proxy ID.
9-10.	The AMF responds the registration request, the RAN agent replaces the RAN UE NGAP proxy ID with the RAN UE NGAP ID, and forwards the response message.
6.9.2.2 Handover with LLP and MME relocation
This procedure presents how LLP relocation happens when MME relocation is needed, e.g., as presented in Figure A-4 of Annex A, MME relocation may happen with UE handover between satellites using different earth station location.
The following call flow can be applied to RAN agent and Proxy RAN node or LLP, the call flow uses LLP in EPS as an example. 
NOTE 1: The handover procedure is not applicable to NB IoT UE in NTN.


Figure 6.9.2.2-1: S1 Handover with LLP and MME relocation
As well as LLP mapping the eNB ID with LLP ID and mapping eNB UE S1AP ID with LLP S1AP ID in UE level S1 message, the differences with current S1 Handover with MME relocation procedure are listed as follows:
· Steps 1-5: After the LLP receives the Handover Required message from Target eNB in step 2, the LPP determines that the Target eNB is not under this LLP’s management, it does not replace the Target eNB ID with LLP ID, and sends the message to Source MME in step 3.
Based on the target TAI and target eNB ID (which is not the LLP ID), the source MME can deduce it is S1 Handover with regenerative satellite access using the LLP and both MME and LLP relocation is needed, step 4a and step 5 is same with current MME relocation procedure.
· Steps 6a-6c: Based on the target TAI, the Target MME send the Handover Request to the Target LLP in step 6a. After the Target LLP receives the Handover Request, based on EPS bearers to setup, the target LLP allocates UL LLP tunnels resources and replace the S-GW tunnel information with the allocated the LLP tunnel information. The target LLP then sends the Handover Request to the Target eNB.
· Steps 7a-7c: The target eNB sends the Handover Request Ack to the Target LLP in step 7a, based on the EPS Bearers to setup in the message, the LLP allocates DL LLP tunnel resources and replaces RAN tunnel information with the DL LLP tunnel information. The Target LLP then sends the Handover Request Ack message to the Target MME.
· Steps 8-14: Same with current S1 Handover with MME relocation procedure with the difference that LLP transfers UE level S1 messages between RAN and MME and performs eNB ID and eNB UE SA1AP ID mapping.
[bookmark: _Toc157596933][bookmark: _Toc158028911]6.9.3	Impacts to Services, Entities and Interfaces
There is no impact to the existing NFs or Entities (e.g. gNB, AMF, SMF). However, the proposed solution needs to deploy two new NFs if it is RAN agent and Proxy RAN node to deploy, as the following:
RAN agent:
-	New NF, which is located near the satellite ground station. The functionalities can be referred to clause 6.9.1.
Proxy RAN node:
-	New NF, which is co-located with RAN agent. The functionalities can be referred to clause 6.9.1.
Nx interface:
-	New interface, which is used to provide N3 and N3' tunnel information to the proxy RAN node by RAN agent.
N2'/N3' interface:
-	Can reuse the functionality of N2/N3 interface.
If it is the LLP to deploy, the impacts are listed as following:
Link Layer Proxy: 
- 	New NF, located on the ground with 1:1 mapping relationship with MME/AMF set, decoupled from the NTN gateway locations. Functionality of the LLP is described in the solution.
N2'/N3' or S1-MME’/S1-U’ interface:
-	Can reuse the functionality of N2/N3 and S1-MME’/S1-U’ interface.
* * * * End of changes * * * *
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